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Intrinsic and Synaptic Dynamics Interact to Generate
Emergent Patterns of Rhythmic Bursting in
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Rhythmic inhibition entrains the firing of excitatory neurons during oscillations throughout the brain. Previous work has suggested that
the strength and duration of inhibitory input determines the synchrony and period, respectively, of these oscillations. In particular, sleep
spindles result from a cycle of events including rhythmic inhibition and rebound bursts in thalamocortical (TC) neurons, and slowing and
strengthening this inhibitory input may transform spindles into spike-wave discharges characteristic of absence epilepsy. Here, we used
dynamic clamp to inject TC neurons with spindle-like trains of IPSCs and studied how modest changes in the amplitude and/or duration
of these IPSCs affected the responses of the TC neurons. Contrary to our expectations, we found that prolonging IPSCs accelerates
postinhibitory rebound (PIR) in TC neurons, and that increasing either the amplitude or duration of IPSCs desynchronizes PIR activity
in a population of TC cells. Tonic injection of hyperpolarizing or depolarizing current dramatically alters the timing and synchrony of PIR.
These results demonstrate that rhythmic PIR activity is an emergent property of interactions between intrinsic and synaptic currents, not
just a passive reflection of incoming synaptic inhibition.
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Introduction
Rhythmic inhibition plays an important role in oscillations
throughout the brain (Soltesz and Deschenes, 1993; von Krosigk
et al., 1993; Ylinen et al., 1995; Buhl et al., 1998; Fisahn et al.,
1998). In particular, thalamic spindles result from a well studied
cycle of events, in which neurons of the thalamic reticular (RE)
nucleus inhibit thalamocortical (TC) neurons, eliciting rebound
bursts and resulting in re-excitation of RE neurons (Steriade et
al., 1985; von Krosigk et al., 1993). Indeed, blocking inhibitory
synapses from RE to TC cells (Sanchez-Vives and McCormick,
1997) or disconnecting TC cells from the RE nucleus (Steriade et
al., 1985) abolishes spindle rhythmicity in TC cells. Postinhibi-
tory rebound (PIR) in TC neurons may also contribute to spike-
wave discharge, characteristic of generalized absence epilepsy.
Studies in humans suggest that the thalamus is critically involved
in absence seizures (Williams, 1953; Salek-Haddadi et al., 2003),
and several animal studies suggest that rebound bursts in TC cells
may be particularly important. Knocking out the calcium chan-
nel �1g renders TC neurons unable to rebound burst and pro-
duces mice that exhibit reduced spindle-frequency EEG activity

and are resistant to absence seizures induced by baclofen (Kim et
al., 2001). The anti-absence drug ethosuximide blocks PIR in TC
neurons (Coulter et al., 1989), suppresses oscillations in thalamic
slices (Huguenard and Prince, 1994), and blocks seizures in var-
ious animal models (for review, see Snead et al., 1999).

Two assumptions are commonly made about oscillations en-
trained by rhythmic IPSCs: first, that the duration of IPSCs
should determine the oscillatory period, and second, that syn-
chrony between different neurons should reflect the strength of
their common inhibitory input. For example, slow, synchronized
epileptiform discharges occur in thalamic slices under conditions
in which RE neurons fire prolonged bursts, which elicit large,
slow, GABAB receptor (GABAAR)-mediated IPSCs in TC neurons
(von Krosigk et al., 1993). Here we rigorously test the hypotheses
that the duration and strength of rhythmic IPSCs determine the
period and synchrony, respectively, of PIR activity in a population of
TC neurons. Whereas previous studies have compared oscillations
in which IPSCs are mediated primarily by GABAA receptors with
those in which GABAB receptors predominate, we study the effects
of modestly augmenting GABAA receptor-like IPSCs. We find that,
contrary to the assumptions described above, prolonging IPSCs ac-
celerates PIR in TC neurons, and that strengthening IPSCs desyn-
chronizes PIR in different TC cells. We also find that injecting hy-
perpolarizing or depolarizing current dramatically alters the timing
and synchrony of PIR. These results demonstrate that rhythmic PIR
activity does not passively reflect incoming synaptic inhibition, but
rather emerges from powerful interactions between intrinsic and
synaptic currents.
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Materials and Methods
Slice preparation
All procedures involving animals were performed in accordance with
protocols approved by the Stanford Institutional Animal Care and Use
Committee, and investigators adhered to the guidelines published in the
National of Institutes of Health Guide for the Care and Use of Laboratory
Animals. Slices were made as described previously (Huguenard and
Prince, 1994) from either postnatal day 12 (P12) to P20 mice (extracel-
lular multiunit recordings) or P17–P20 Sprague Dawley rats (Simonsen
Laboratories, Gilroy, CA) (intracellular whole-cell patch-clamp record-
ings). Animals were deeply anesthetized with pentobarbital (50 mg/kg)
and decapitated. Their brains were then rapidly removed and placed in
chilled (4°C) slicing solution consisting of the following (in mM): 234
sucrose, 11 glucose, 24 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 10 MgSO4, and
0.5 CaCl2 (equilibrated with a 95% O2, 5% CO2 mixture). Horizontal
slices, 200 �m (intracellular recordings) or 400 �m (extracellular multi-
unit recordings), were obtained using a vibratome (TPI, St. Louis, MO).
The slices were incubated in 32°C oxygenated saline for at least 1 h before
recording.

Extracellular multiunit recordings
Multiunit recordings were made in an interface chamber at 34 � 1°C
using slices from 12- to 20-d-old mice. The superfusion solution con-
sisted of the following (in mM): 126 NaCl, 26 NaHCO3, 2.5 KCl, 1.25
NaH2PO4, 1 or 1.2 MgCl2, 2 CaCl2, and 10 glucose. The superfusion
solution also included 0.1 mM glutamine to maintain neurotransmitter
levels (Kapetanovic et al., 1993). Oscillations could be obtained without
glutamine, but we found previously that glutamine prevents the run-
down of evoked oscillations over tens of minutes. Electrical stimuli were
delivered to the internal capsule through a pair of 50 –100 K� tungsten
electrodes (Frederick Haer Company, Bowdoinham, ME), with a sepa-
ration of �100 �m. Zolpidem (ZOL) (obtained from Sigma, St. Louis,
MO) was dissolved in DMSO before being added to the final solution,
such that the final concentration of DMSO in the superfusion solution
was �0.01%. Extracellular multiunit recordings, made from the ventro-
basal complex, also used 50 –100 K� tungsten electrodes and were band-
pass filtered between 100 Hz and 3 kHz.

Intracellular recordings and dynamic clamp
Recordings. Intracellular recordings were made in a submerged chamber
at 32–33°C. We obtained whole-cell current-clamp recordings from ven-
trobasal TC neurons that had been identified using infrared video mi-
croscopy. The superfusion solution was the same used for extracellular
multiunit recordings, but it lacked glutamine and instead contained pi-
crotoxin (50 �M), DNQX (20 �M), and AP-5 (50 �M) to block ionotropic
synaptic transmission. Patch electrodes (tip resistance, 3– 4 M�) were
filled with the following (in mM): 131 K-gluconate, 8 KCl, 2 NaCl, 10
HEPES, 3 EGTA, 4 MgATP, and 0.3 NaGTP. The pH of the intracellular
solution was adjusted to 7.3 using KOH. Recordings were made using a
Multiclamp 700A (Molecular Devices, Sunnyvale, CA) in current-clamp
mode.

Dynamic clamp. Two computers were used for simultaneous data ac-
quisition. The first sampled the data at 20 kHz via pClamp 8.0 (Molecular
Devices) for archival and illustrative purposes. The second computer,
running the RealTime Application Interface for Linux (RTAI, www.
rtai.org) sampled the intracellular potential at 50 kHz. Custom-written
software used this membrane potential, along with a prespecified inhib-
itory conductance waveform, to update the inhibitory current that was
injected into the TC neuron at 50 kHz. The reversal potential for this
inhibitory current was �85 mV (Sanchez-Vives and McCormick, 1997;
Ulrich and Huguenard, 1997). All measured voltages were corrected for a
junction potential of 14 mV.

Generation of IPSP waveforms. Inhibitory conductance waveforms
were designed to simulate the output of multiple RE neurons during in
vitro spindle oscillation. During such oscillations, individual RE neurons
fire bursts, typically containing one to six spikes (Sohal and Huguenard,
2003). Neighboring RE neurons burst at similar times, so that multiunit
recordings reveal “population bursts” composed of spikes from many RE
neurons (Sohal et al., 2003). Inhibitory conductance waveforms were

based on trains of “presynaptic” spikes. Each presynaptic train was con-
structed via a three-step process. First, we generated a sequence of times
for successive population bursts. The interburst times were drawn from a
Gaussian distribution whose mean corresponded to the oscillation pe-
riod, 160 ms (Sohal et al., 2003). The SD of this distribution, 11 ms, was
chosen to match the distribution of times at which population bursts
occur in multiunit recordings during spontaneous spindles. Second, we
determined whether and when each of 16 RE neurons would start to
burst. Each RE neuron burst with probability 0.5, to match the sporadic
bursting observed during intracellular recordings from RE neurons (So-
hal and Huguenard, 2003). The times at which RE neurons burst were
drawn from a Gaussian distribution centered on the time of the popula-
tion burst. The SD of the distribution, 10 ms, was chosen to match the
distribution of spike times observed in multiunit recordings during
spontaneous spindles. Third, each RE neuron burst consisted of a stereo-
typed pattern of five spikes, with interspike intervals taken from an in-
tracellular recording during a spindle oscillation (Sohal and Huguenard,
2003). We will refer to each compound IPSC, consisting of unitary IPSCs
from several RE neurons during a simulated population burst, as a “pop-
ulation IPSC” (popIPSC).

Two additional steps would transform a presynaptic spike train into an
inhibitory conductance waveform. First, each presynaptic spike triggered
an instantaneous incremental change in the conductance equal to the
unitary IPSC conductance ( gIPSC) multiplied by a factor to account for
short-term plasticity at RE to TC synapses. Based on paired recordings
from RE and TC neurons (Cox et al., 1997), the factors were 1, 1.2, 0.4,
0.2, and 0.2, for the first, second, third, fourth, and fifth spikes in a burst,
respectively. Second, the conductance decayed monoexponentially with
a time constant, �IPSC, representing the duration of inhibitory synaptic
currents. As described in Results, during experiments, we injected con-
ductance waveforms that had been generated using the same presynaptic
spike train but different values of gIPSC or �IPSC. Over the course of our
experiments, we used a total of three different presynaptic spike trains to
confirm that our results did not depend on one particular presynaptic
train.

Figure 1 illustrates this process by which we constructed our dynamic
clamp stimuli. The top panel shows the times at which different RE cell
bursts begin. Although the numbers and times of individual RE cell
bursts are random, RE cell bursts are organized into population bursts,
and the population bursts reoccur at a frequency of �6.25 Hz. Each burst
consisted of multiple spikes (data not shown), which trigger a sequence
of IPSCs whose amplitudes reflect short-term plasticity, as described
above. The second and third panels show the inhibitory conductance

Figure 1. Dynamic clamp stimulation of TC a neuron using a spindle-like train of IPSCs. Top
panel, Times at which simulated RE cells burst. Each RE cell burst contains multiple action
potentials, and successive action potentials within a burst produce progressively smaller IPSCs
attributable to short-term plasticity (data not shown). Middle panel, the resulting inhibitory
conductance waveform. Bottom two panels, The net injected current, resulting from this con-
ductance, and the response of the TC neuron.

4248 • J. Neurosci., April 19, 2006 • 26(16):4247– 4255 Sohal et al. • Emergent Burst Patterns in Thalamocortical Neurons



waveform and the injected current, respectively. The bottom panel shows
the response of a TC neuron to this dynamic clamp stimulus.

Note that dynamic clamp approximates IPSCs using somatic current
injections. Although the majority of inhibitory inputs to TC neurons are
located beyond the soma (Liu et al., 1995), somatic current injection has
been used to simulate inhibitory currents in many studies of TC neuron
bursting (Le Masson et al., 2002; Wolfart et al., 2005). Furthermore, we
recorded from TC cells with relatively high input resistances, and the
IPSPs that elicited rebound bursts lasted �100 ms. Under these conditions,
we expect IPSPs to be transmitted through dendrites with high fidelity.

IPSC analysis and pharmacology. For these experiments, age-matched
groups of �3(H126R) mutant and wild-type mice (Low et al., 2000),
together with Sprague Dawley rat pups (Simonsen Laboratories), were
used at P11–P14. Spontaneous IPSCs (sIPSCs) were recorded in whole-
cell configuration (of the patch-clamp technique) from visually identi-
fied TC relay cell neurons at room temperature. Cell recording pipettes
contained the following (in mM): 135 CsCl, 5 QX-314 [2-((2,6-
dimethylphenyl)amino)-N,N,N-triethyl-2-oxoethanaminium], 2 MgCl2,
10 EGTA, and 10 HEPES. Neurons were voltage clamped at �60 mV and
perfused with oxygenated (95% O2, 5%CO2) artificial CSF containing
APV and CNQX for isolation of GABAAR-mediated inhibition. Sponta-
neous events were sampled at 5–10 kHz, low-pass filtered at 2 kHz,
collected with pClamp software, and detected and isolated with locally
written software [Metatape, WDetecta, and WinScanSelect (J. R. Hugue-
nard)]. The following biophysical parameters of IPSCs (n � 50 events per
cell) were determined from averages of �50 well isolated events from
each cell: rise time, half-width, peak current amplitude, and weighted
decay time constant (�d,w), which was calculated using the following
equation: �d,w � [(Afast � �fast) � (Aslow � �slow)]/(Afast � Aslow)].

Data analysis
Our methods for analyzing extracellularly recorded, multiunit activity
during evoked thalamic oscillations have been described previously (So-
hal et al., 2003). Briefly, we found spikes in extracellular multiunit re-
cordings using custom-written software. To find the period of evoked
oscillations, first we computed the autocorrelogram based on multiunit
spikes that occurred during the first second of the evoked oscillation.
Then, we calculated the period based on the first nonzero satellite peak of
this autocorrelogram.

The “oscillatory index” (O.I.) was also computed from the same auto-
correlogram, using the following formula: O.I. � [A(�max) � A(�min)]/
A(0), where �max is the location of the first nonzero satellite peak, �min is
the location of the trough between this satellite peak and zero, and A(0) is
the height of the central peak (located at � � 0).

Unless otherwise noted, all data are reported as mean � SEM.

Computational modeling
We simulated thalamocortical neurons as single compartments with an
area of 29,000 �m 2. Model neurons contained a leak current (Eleak was
randomly selected from a uniform distribution between �70 and �80
mV, and gleak was randomly selected from a uniform distribution be-
tween 18 and 20 �S/cm 2), voltage-dependent Na and K currents under-
lying action potentials, a T-type low-threshold calcium current (IT), a
hyperpolarization-activated nonspecific cationic current (IH), and an
inhibitory synaptic current generated in the same manner as for dynamic
clamp experiments. Details of voltage-dependent currents have been
given previously (Sohal et al., 2000). The resting membrane potential was
approximately �60 mV. As in dynamic clamp experiments, inhibitory
synaptic currents rose instantaneously and decayed with first-order ki-
netics, and Erev � �75 mV.

Results
Strengthening GABAA synapses on TC cells reduces the
period and synchrony of thalamic oscillations
To begin with, we studied how pharmacologically enhancing in-
hibitory input onto TC cells affects oscillations in thalamic slices.
We did this by applying zolpidem while recording oscillations in
thalamic slices from �3(H126R) mice. GABAARs containing this
mutant subunit are insensitive to classical benzodiazepine mod-

ulation but have a normal sensitivity for GABA (Wieland et al.,
1992; Benson et al., 1998). Because the �3 subunit is selectively
expressed in the RE nucleus, but not relay nuclei (Wisden et al.,
1992; Pirker et al., 2000), in thalamic slices from these mice,
zolpidem and most other benzodiazepine site ligands preferen-
tially modulate IPSCs in TC neurons. Furthermore, zolpidem
displays higher affinity for �1-containing receptors than those
containing other � subunits (Crestani et al., 2000; Rudolph and
Mohler, 2004). Thus, under these conditions, the effects of zolpi-
dem are expected to be relatively specific and to preferentially
enhance RE to TC synapses. Figure 2A–E demonstrates the ef-
fects of zolpidem on spontaneous IPSCs recorded at room tem-
perature in TC cells from �3(H126R) mice. Under these condi-
tions, 1 �M zolpidem increases IPSC amplitude and slows IPSC
decay, by �35 and 60%, respectively. Table 1 shows the effects of
varying concentrations of zolpidem on spontaneous IPSCs re-
corded at room temperature from wild-type mice, �3(H126R)
mice, and rats. In each case tested, 1 �M zolpidem increases the

Figure 2. The effect of ZOL on sIPSCs recorded from TC neurons in thalamic slices of mutant
mice [�3(H126R); abbreviated as �3] and their wild-type controls (wt). A, Zolpidem (Zlp) at
100 nM has little effect on sIPSC amplitude during an 8 min wash-in period (marked by gray bar)
in an �3(H126R) ventrobasal cell. A1, Composite average of �50 individual well isolated
sIPSCs recorded from an �3(H126R) ventrobasal cell in the absence (black trace; Ctr) or presence
(gray trace; Zlp) of 100 nM zolpidem, demonstrating that zolpidem at this concentration in-
creases IPSC duration but does not affect amplitude. B, In another cell, 1 �M zolpidem causes a
time-dependent increase in sIPSC amplitude. B1, Composite average of �50 individual well
isolated sIPSCs recorded from an �3 ventrobasal cell in the absence (black trace; Ctr) or presence
(gray trace; Zlp) of 1 �M zolpidem. C, No differences were observed between genotypes in terms
of sensitivity to 100 nM zolpidem, i.e., �d,w was increased in both �3(H126R) and wild-type
(left; **p 	 0.01) mice, whereas peak amplitude was not affected in either (right) �3(H126R)
or wt mice. D, Averaged responses from another �3 ventrobasal cell exposed to 1 �M zolpidem
showing increases in amplitude and duration. Note in the scaled responses in the inset that the
degree of prolongation is similar to that seen with 100 nM ZOL (*p 	 0.05).
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amplitude and duration of spontaneous
IPSCs, whereas 100 nM zolpidem mainly
influenced duration (Fig. 2E, Table 1). The
effects on IPSC duration were similar with
either concentration of the drug (Table 1),
suggesting that this effect is maximal at the
lower concentration. In the following ex-
tracellular experiments, we used 1 �M zol-
pidem to ensure rapid penetration into the
slice within the interface chamber, which
has a relatively slow superfusion rate.

We evoked spindle-like oscillations in
slices from �3(H126R) mice by delivering a single shock to inter-
nal capsule. Oscillations typically lasted a few seconds. To study
the properties of these oscillations, we recorded multiunit activity
from TC cells. Control oscillations had periods between 6.5 and
10.6 Hz (mean, 8.6 Hz; n � 9 slices). Figure 3a shows extracellular
multiunit activity recorded before and after application of high
doses of ZOL (500 nM or 1 �M) to enhance GABAAR-mediated
synapses on TC cells. We did not observe appreciable differences
between the effects of 500 nM or 1 �M ZOL and therefore grouped
together data from these two conditions. Figure 3b shows auto-
correlation functions calculated from the spike rate functions
obtained in control conditions or during ZOL application.

ZOL has two major effects on the autocorrelogram. First, the
location of the satellite peak, i.e., the first nonzero peak, shifts
toward the left after ZOL application, corresponding to a reduc-
tion in the period (i.e., an increase in the frequency) of the oscil-
lation. Second, ZOL reduces the height of the satellite peak rela-
tive to the preceding trough, corresponding to a reduction in
network synchrony. Figure 3c shows the magnitude of these ef-
fects, averaged over many experiments. ZOL reduces the period
of oscillations from 118 � 5 ms in control conditions to 110 � 5
ms after ZOL application ( p 	 0.05, paired t test; n � 9 slices).
The oscillatory index, i.e., the difference between the heights of
the satellite peak and preceding trough normalized by the height
of the central peak, decreases from 0.43 � 0.04 in control condi-
tions to 0.30 � 0.03 after ZOL application ( p 	 0.05, paired t test;
n � 9 slices). We were not able to consistently wash out these
effects of high-dose ZOL. However, application of either vehicle
alone (n � 2) or low-dose (100 nM) ZOL (n � 2) did not affect the
period or oscillatory index of evoked thalamic oscillations (data
not shown).

Strengthening IPSCs or injecting depolarizing current
increases rebound bursts in TC cells
Next, we tested whether changes in the amplitude and duration of
IPSCs on TC cells could explain these effects of zolpidem on
thalamic network oscillations. To do this, we recorded intracel-
lularly from individual TC cells and used dynamic clamp to inject
“spindle-like” trains of IPSCs. The resting membrane potential
and input resistance of these cells were �64.4 � 3.7 mV and
177 � 60 M�, respectively (mean � SD; n � 8 cells). As de-
scribed in Materials and Methods, to construct these IPSC trains,
we first generated presynaptic spike trains based on recordings
from RE cells during spindle oscillations. Each presynaptic spike
triggered a GABAAR-like IPSC in the “postsynaptic” TC cell. This
IPSC comprised a conductance change equal to the unitary IPSC
conductance (gIPSC) multiplied by a factor to account for short-
term plasticity at RE to TC synapses. The conductance decayed
monoexponentially according to a specific decay time constant
(�IPSC). TC cells responded to the injected IPSCs with patterns of
rebound bursts similar to those observed during spindle oscilla-

tions in vitro or in vivo. The number of bursts elicited by each
train, as well as the numbers of spikes in each burst, both depended
on the gIPSC, �IPSC, and the amount of tonic current injected into
the TC cell (itonic). To study these effects, we repeatedly injected a
TC cell with trains of IPSCs generated from the same train of
presynaptic inhibitory events. However, during successive pre-
sentations of the same presynaptic train, we varied gIPSC, �IPSC,
and/or itonic. Figure 4 shows the responses of a single TC cell to
multiple presentations of the same train of presynaptic events as
gIPSC is progressively increased (for each of these sweeps, �IPSC �
5 ms, and there is no tonic current). In this example, strengthen-
ing inhibition by increasing gIPSC clearly increases the number of
rebound bursts elicited by the train.

Figure 5 summarizes how gIPSC, �IPSC, and itonic each affects the
burst probability, i.e., the fraction of popIPSPs in each IPSC train
that led to rebound bursts (note that, in our analysis, a single
spike following an IPSP counted as a rebound burst). To analyze
the effects of conductance and decay time constant, we pooled
together data from all experiments with zero tonic current and
performed a four-way ANOVA. The four factors were the cell
from which each recording was made, the train of presynaptic
events that was used to generate the injected IPSC waveform,

Table 1. Effects of zolpidem on IPSC duration in thalamocortical neurons of �3(H126R) mutant and wild-type
mice and in rats

�d,w (ms) Peak amplitude (pA)

�3(H126R) �3(H126H) Rat �3(H126R) �3(H126H) Rat

Control 17.6 � 1.6 16.3 � 0.3 20.7 � 1.3 31.1 � 2.7 26.4 � 5.7 26.4 � 2.0
100 nM zolpidem 26.4 � 2.2** 23.5 � 0.6** 32.6 � 1.9** 32.1 � 2.9 26.4 � 6.6 27.3 � 2.0
1 �M zolpidem 23.4 � 0.5** n.t. 26.6 � 1.6** 53.9 � 1.6* n.t. 44.6 � 4.8*

IPSC duration and peak amplitude was measured from averaged isolated spontaneous IPSCs as described in Materials and Methods from TC neurons at
P11–P14. Thalamic slices were obtained from �3(H126R) mutant mice (n�12), their wild-type controls 
�3(H126H); n�4�, and rat (n�11). Significance
assessed by two-tailed t test; *p 	 0.05, **p 	 0.01. n.t., Not tested.

Figure 3. ZOL accelerates and desynchronizes oscillations in thalamic slices from �3(H126R)
mice. a, Extracellular multiunit recordings from TC neurons during evoked oscillations in control
conditions (left) and after application of 500 nM ZOL (right). b, Un-normalized autocorrelogram,
averaged over five consecutive evoked oscillations, in control conditions (solid line) and after
application of 500 nM ZOL (dashed line). Inset, Normalized autocorrelograms. c, Population data
showing that ZOL significantly reduces both the period (left) and the oscillatory index (right), a
measure of synchrony, in nine slices (*p 	 0.05).
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gIPSC, and �IPSC. To analyze the effect of tonic current, we per-
formed a five-way ANOVA using the four factors mentioned
above, along with itonic. ANOVA constructs a best-fit linear
model, which estimates the burst probability using a sum of co-
efficients, each of which corresponds to one of the factors. For
each possible value of the factor, there is a particular value for the
corresponding coefficient.

Figure 5 plots the estimate of the linear ANOVA model for the
burst probability given various values for each of the different
parameters. For example, when �IPSC is 4 or 8 ms, the estimated
burst probabilities are 0.05 � 0.02 and 0.34 � 0.02, respectively
(mean � SEM). Similarly, the burst probability increased from
0.08 � 0.02 when gIPSC � 3 nS to 0.35 � 0.02 when gIPSC � 6 nS.
Increasing either gIPSC or �IPSC elicits more rebound bursts ( p 	
0.001; n � 8 cells), presumably via greater T-current deinactiva-
tion. Tonic depolarizing current also increases the burst proba-
bility, whereas tonic hyperpolarizing current reduces the bursts
probability ( p 	 0.001; n � 8 cells). These effects will be consid-
ered in more detail in Discussion.

Table 2 shows how gIPSC, �IPSC, and itonic affect the number of
spikes in each burst. Again, we have used a linear ANOVA model
to estimate the number of spikes per burst given different values
of these three parameters. Changing gIPSC or �IPSC had little effect
on the number of spikes per burst, but tonic current dramatically
modulated the duration of bursts, i.e., the number of spikes per
burst. Although depolarizing and hyperpolarizing current in-
crease or decrease the number of bursts, respectively, they have
the opposite effects on the number of spikes per burst ( p 	 0.001;
n � 8 cells). Thus, tonic depolarizing current results in numer-

ous, short-duration bursts, whereas tonic hyperpolarizing cur-
rent biases TC cells to produce a smaller number of relatively
long-lasting bursts.

Strengthening inhibition or depolarizing TC cells accelerates
rebound bursts
Changing parameters of the IPSC train (e.g., gIPSC or �IPSC) or of
the TC cell (e.g., itonic) affected the timing as well as the number
and duration of TC cell bursts. Figure 6 shows responses of a
single TC neuron to three consecutive popIPSCs as gIPSC, �IPSC,
and itonic were varied during presentations of the same presynap-
tic spike train. In this example, increases in gIPSC, �IPSC, and itonic

all seem to accelerate rebound bursts. We measured the “burst
latency” as the time between the onset of a popIPSC and the time
of the first spike in the subsequent rebound burst. We ignored
popIPSCs that did not elicit rebound bursts. Because each pop-
IPSC was composed of many unitary IPSCs triggered by bursts of
presynaptic spikes, we defined the “onset” of a popIPSC as a
weighted average of the times at which these unitary IPSC began.
The weighting was proportional to the postsynaptic conductance
triggered by each unitary IPSC. Thus, earlier spikes in a burst had
greater influence on the onset of the popIPSC, because later
spikes elicited smaller conductance changes to mimic synaptic
depression.

To analyze the effects of gIPSC and �IPSC on burst latency, we
performed a five-way ANOVA on data from all experiments with
zero tonic current. The five factors were gIPSC, �IPSC, the cell from
which each recording was made, the particular train of IPSCs that
was injected into the cell, and an index identifying the position of
each popIPSC within the train. Again, we plotted the estimates of
the linear ANOVA model for burst latency given different values
of either gIPSC or �IPSC (Fig. 7). Increases in either the unitary
IPSC conductance or the time constant of IPSC decay produced
modest reductions in burst latency ( p 	 0.001; n � 8 cells). For
example, increasing gIPSC from 2 to 6 nS decreases the burst la-
tency from 155 � 2 to 148 � 1 ms ( p 	 0.001; n � 8 cells) (Fig.
6a). Similarly, prolonging �IPSC from 4 to 8 ms reduces burst
latency from 154 � 2 to 148 � 1 ms ( p 	 0.001; n � 8 cells) (Fig.
6b). Note that we used gIPSC � 2– 6 nS because this was similar to
the range of conductances observed in vitro (Cox et al., 1997).

In contrast to the relatively modest results of changing IPSC
properties, changes in the amount of tonic current injected into
TC cells dramatically alters burst latency ( p 	 0.001; n � 8 cells)
in a very nonlinear way. For example, bursts occur with a latency
of 167 � 3 ms when itonic � �50 pA, but the latency is just 129 �
1 ms when itonic � �50 pA ( p 	 0.001; n � 8 cells). Thus,
depolarizing current dramatically accelerates rebound bursting
in TC cells.

Strengthening inhibition or hyperpolarizing TC cells
desynchronizes rebound bursts
Because changing the properties of either IPSCs (e.g., gIPSC or
�IPSC) or TC cells (e.g., itonic) affects the timing of rebound bursts,
as measured by the burst latency, changes in these same param-
eters might be expected to modulate the synchrony with which
different TC cells rebound burst. We examined this possibility by
calculating average phase differences as a function of gIPSC, �IPSC,
and itonic. To do this, we first identified recordings from different
TC cells in which IPSCs were generated using the same train of
presynaptic events and the same values of gIPSC and �IPSC. (As in
previous analyses, to study the effects of gIPSC and �IPSC, we only
used experiments in which itonic � 0.) For each such pair of TC
cell recordings, we found instances in which a particular popIPSC

Figure 4. Effect of increasing IPSC amplitude on the responses of a TC neuron to spindle-like
train of IPSCs. We used dynamic clamp to inject a TC neuron with spindle-like train of IPSCs. Each
train was generated from the same sequence of presynaptic spikes. However, we progressively
increased the unitary IPSC conductance from 2 to 6 nS, eliciting more bursts (the burst proba-
bility increased from 25 to 75%) and more spikes per burst (data not shown).
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within the train elicited rebound bursts
from both TC cells and calculated the dif-
ference between the times of the first spike
in each rebound burst. Finally, we per-
formed five-way ANOVA on these differ-
ences using the identities of the two TC
cells, the particular train of presynaptic
events, gIPSC, and �IPSC, as factors. To study
the effect of itonic on phase differences, we
took a similar approach, except that we
only calculated phase differences for pairs
of recordings in which itonic, in addition to
the factors mentioned above, were equal,
and we included the value of itonic as a fac-
tor in the ANOVA. Figure 8 shows the es-
timates of the linear ANOVA model for
the phase difference given different values
of the three parameters gIPSC, �IPSC, or
itonic.

Whereas increases in gIPSC, �IPSC, or
itonic all have the same qualitative effect on
absolute burst timing, i.e., they all reduce
burst latency, increases in these three pa-
rameters have disparate effects on the rel-
ative timing of bursts in different TC cells.
Increasing either gIPSC or �IPSC increases
the absolute phase difference (�t) between
bursts in different TC cells ( p 	 0.001; n �
8 cells). For example, �t is 27 � 2 ms when
gIPSC � 2 nS, but, when gIPSC � 4 nS, �t increases to 35 � 2 ms
( p 	 0.001; n � 8 cells). In contrast, increasingly depolarizing
amounts of tonic current dramatically reduce phase differences.
Injecting 50 pA of tonic hyperpolarizing current produces mean
phase differences of 40 � 5 ms, but the same amount of depolar-
izing current reduces �t to just 22 � 2 ms ( p 	 0.001; n � 8 cells).

Contributions of IT and IH to burst timing in simulations
Both low-threshold calcium currents (IT) and hyperpolarization-
activated cationic currents (IH) could contribute to our observa-
tion that strengthening inhibition accelerates rebound bursts and
that changes in tonic current that would modify Vm and thus
voltage-gated channel activity would strongly influence rebound
bursting. To explore the roles of these two currents, we simulated
single-compartment TC cells containing IT, IH, voltage-
dependent Na and K currents underlying action potentials, and a
leak current, as described in Materials and Methods. We studied
the responses of model TC cells to trains of rhythmic IPSCs sim-
ilar to those used in experiments. Table 3 shows how slowing
unitary IPSCs affected the timing of rebound bursts, as a function
of gT and gH, the maximum conductances for IT and IH, respec-
tively. In these relatively simple model TC cells, rebound bursts
occurred when IT was present without IH but not when IH was
present in the absence of IT. Furthermore, IH was not necessary to
reproduce our observation that strengthening inhibition acceler-
ates rebound bursts.

Discussion
Rhythmic inhibition entrains oscillations in many brain regions.
It has been generally assumed that period and synchrony of the
resulting activity reflect the duration and strength, respectively,
of inhibitory input. For example, in TC neurons, dramatically
increasing IPSC strength and duration by activating GABABRs
slows and synchronizes oscillations (von Krosigk et al., 1993).

Figure 6. Effect of IPSC amplitude, IPSC duration, and tonic current on the timing and mor-
phology of rebound bursts. Each panel shows responses of a single TC cell as gIPSC (a), �IPSC (b),
or itonic (c) were varied. Unless otherwise specified, the parameters were as follows: gIPSC � 4
nS, �IPSC � 6 ms, and itonic � 0. In b, * indicates a potential rebound burst that is “vetoed” by
incoming IPSCs. Note that the thick gray trace is the same in each panel.

Figure 5. Effect of IPSC amplitude, IPSC duration, and tonic current on the burst probability, i.e., the probability that each IPSC
within a spindle-like train will elicit a rebound burst. Each panel shows the estimate of a linear ANOVA model for the burst
probability given different values for IPSC amplitude (left), IPSC duration (middle), and tonic current (right).

Table 2. Effects of IPSC amplitude and duration and of tonic current on the number of spikes per burst

gIPSC (nS) Spikes/burst �IPSC (ms) Spikes/burst itonic (pA) Spikes/burst

3 2.9 � 0.1 5 2.9 � 0.1 �50 4.3 � 0.1
4 3.1 � 0.1 6 3.0 � 0.1 �25 3.7 � 0.1
5 3.0 � 0.1 7 3.2 � 0.1 0 3.0 � 0.1
6 3.1 � 0.1 8 3.3 � 0.1 25 2.3 � 0.1

50 2.3 � 0.1

Changes in gIPSC or �IPSC have relatively modest effects on the numbers of spikes per burst, whereas tonic depolarizing and hyperpolarizing currents have
dramatic effects on burst duration (p 	 0.001; n � 8 cells).
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However, we found that more modest increases (25–200%) in the
amplitude or duration of GABAAR-mediated IPSCs actually pro-
duce the opposite effects. Using dynamic clamp to increase either
IPSC strength or duration accelerated and desynchronized re-
bound bursts in TC neurons. Consistent with this finding, selec-
tively enhancing inhibition in TC neurons, using zolpidem in
thalamic slices from �3(H126R) mice, accelerated and desyn-
chronized spindle-like oscillations.

As described above, previous studies have compared oscilla-
tions in which IPSCs are mediated primarily by GABAA or
GABAB receptors. In these two conditions, IPSC duration differs
by more than an order of magnitude, and IPSC amplitude, la-
tency, and reversal potentials differ as well. Here, we used zolpi-
dem and dynamic clamp to increase IPSC duration more mod-
estly (25–200%), while keeping other IPSC properties fixed.
During room temperature recordings from TC cells in
�3(H126R) mice, we found that 1 �M zolpidem increased the
amplitude and decay constant of IPSCs by 35 and 60%, respec-
tively. Thus, the amounts by which we increased the amplitude

and duration of IPSCs using dynamic
clamp were comparable with the expected
effects of zolpidem in vitro. Other studies
under various conditions (temperature,
concentration, and cell type) found that
zolpidem always prolongs IPSCs and
sometimes increases IPSC amplitude as
well (Perrais and Ropert, 1999; Bacci et al.,
2003). In our dynamic clamp experiments,
the effects of selectively increasing the du-
ration or amplitude of IPSCs were similar.
Thus, the effects of zolpidem on thalamic
oscillations may be explained by increases
in either the duration or amplitude of IPSCs
in TC cells.

Strengthening inhibition has compet-
ing effects on rebound bursts. Increasing
either the amplitude or duration of hyper-
polarizing current steps (Crunelli et al.,
1989), or the amplitude of IPSCs (Ulrich
and Huguenard, 1996), increases the
probability that TC cells will rebound
burst, by deinactivating T-current. Slow-
ing IPSCs might also slow the rate of depo-
larization, which is known to reduce the
probability of rebound bursts (Crunelli et
al., 1989). Our finding that increases in ei-
ther gIPSC or �IPSC increase the burst prob-
ability suggests that the former effect (T-
current deinactivation) dominates over
the latter (changes in the rate of
depolarization).

The effect of strengthening inhibition
on rebound burst timing also involves
competing factors. Increasing either IPSC
duration or amplitude increases T-current
deinactivation but also increases the hy-
perpolarizing current that must be over-
come before a burst can occur. Our find-
ing that strengthening inhibition
ultimately accelerates bursts demonstrates
that the former effect dominates. Note
that, when IPSCs are much slower (e.g.,
�decay of �150 ms at 30°C), strengthening

inhibition can slow rebound bursts in TC cells (Ulrich and Hu-
guenard, 1996).

Increasing the amplitude or duration of IPSCs could synchro-
nize TC cells by strengthening their common input and deinac-
tivating T-current, so that a ceiling effect brings the times of their
bursts closer together. However, strengthening inhibition could
also desynchronize TC cells. For example, TC cells could have
different amounts of T-current, which are “unmasked” when
inhibition is sufficiently strong. In fact, increasing either IPSC
amplitude or duration desynchronized rebound bursts in TC
cells, suggesting that TC cells have variable propensities to burst,
and that hyperpolarizing synaptic currents accentuate these
differences.

Increasing IPSC amplitude or duration produced very similar
effects. This suggests that the major effect of prolonging unitary
IPSCs is to facilitate temporal summation and increase the pop-
IPSC amplitude, not to slow recovery from inhibition, which
seems instead to be governed by intrinsic currents. Figure 6b
shows that that slowing �decay actually accelerates the recovery

Figure 7. Effect of IPSC amplitude, IPSC duration, and tonic current on latency of bursts elicited by a spindle-like train of IPSCs.
Each panel shows the estimate of a linear ANOVA model for the burst latency given different values for IPSC amplitude (left), IPSC
duration (middle), and tonic current (right).

Figure 8. Effect of IPSC amplitude, IPSC duration, and tonic current on the mean phase difference between bursts in different
TC neurons responding to the same spindle-like train of IPSCs. Each panel shows the estimate of a linear ANOVA model for the
phase difference given different values for IPSC amplitude (left), IPSC duration (middle), and tonic current (right).

Table 3. The amount by which prolonging �IPSC (from 4 to 8 ms) accelerates rebound bursts in simulated TC cells,
as a function of gT and gH, the maximum conductance associated with IT and IH, respectively (model cells in
which gT � 0 did not produce rebound bursts, irrespective of gH)

gT gH

0 mS/cm2 0.04 mS/cm2 0.08 mS/cm2 0.12 mS/cm2

4 mS/cm2 5.3 � 1.4 5.2 � 1.1 6.6 � 1.4 6.9 � 1.9
8 mS/cm2 3.3 � 0.5 4.9 � 0.8 5.7 � 0.9 4.8 � 0.9

Prolongation of IPSCs in simulated TC cells accelerates rebound bursts whether or not IH is present. Values are the change in timing of rebound bursts (in
milliseconds) produced by doubling of �IPSC. n � 8 simulations from different initial conditions.
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from inhibition and increases the popIPSC amplitude in much
the same way as increasing gIPSC.

Role of tonic current
Tonic current always involves competing factors, e.g., depolariz-
ing current helps TC neurons reach burst threshold, increasing
the number of bursts, but also inactivates T-current, reducing the
number of spikes per burst. Similarly, increasing depolarizing
current inactivates T-channels but nevertheless induces TC neu-
rons to burst earlier. These competing effects may also explain
how depolarizing current synchronizes bursts in different neu-
rons. Depolarizing current provides a source of common input
that brings all TC neurons to the burst threshold more quickly,
reducing the influence of heterogeneous amounts of IT, etc., on
burst timing. Additionally, by inactivating T-current, tonic cur-
rent may partially mask heterogeneity in the burst propensity of
TC neurons.

Our finding that tonic depolarization increases the number
and synchrony of rebound bursts contrasts with a recent finding
that a relatively hyperpolarized resting membrane potential for
TC neurons may contribute to absence epilepsy in mice lacking
the HCN2 channel (Ludwig et al., 2003). These differences may
be explained by the fact that, in this study and in thalamic slices,
TC neurons are driven exclusively by rhythmic inhibition,
whereas during absence seizures in vivo, bursts may be elicited by
a combination of excitation and inhibition (Pinault et al., 1998;
Pinault, 2003). Future studies should examine TC neuron re-
sponses to such combinations of phasic excitation and inhibition.

Future studies
Many of the hypotheses presented above about interactions be-
tween intrinsic currents and synaptic inhibition can be tested
using experiments and simulations. For example, under condi-
tions of reduced heterogeneity, e.g., by blocking IH, strengthen-
ing inhibition should produce less desynchronization of TC neu-
ron activity. Future dynamic clamp experiments could also
explore the effects of larger changes in inhibition by including
simulated GABABR activation.

Implications for information processing
Our results demonstrate ways in which interactions between syn-
aptic inhibition and other currents could regulate firing through-
out the brain. For example, during many oscillations, excitatory
neurons only fire on a subset of cycles (von Krosigk et al., 1993;
Bragin et al., 1995). We found that, during trains of rhythmic
IPSCs, depolarizing input, e.g., from excitatory synapses or from
neuromodulatory alterations in resting K� conductances (Mc-
Cormick and Bal, 1997), accelerates and synchronizes PIR, en-
abling a subset of neurons that receive excitatory input to fire
synchronously before the next cycle of inhibition arrives. (Note
that we studied tonic currents rather than conductance changes,
but we expect conductance changes to produce qualitatively sim-
ilar effects.)

Much has been made of the fact that TC neurons can fire in
burst or tonic mode (Jahnsen and Llinas, 1984), and that each of
these contributes to sensory processing (Sherman, 2001). Here,
we further demonstrate that the burst mode is not homogeneous.
Rather, TC neurons produce either relatively rapid, synchro-
nized, and short-duration bursts in response to depolarizing cur-
rent, or slow-onset, poorly synchronized, longer-lasting bursts in
response to hyperpolarizing current. We observed a nonlinear
switch between these modes (cf. Table 2, Figs. 7, 8), suggesting a

mechanism by which tonic inputs and neuromodulators could
modulate information processing.

Implications for absence epilepsy
Rhythmic rebound bursts in TC neurons are thought to contrib-
ute to spike-wave discharge in generalized absence epilepsy, and
some phenomena we described may constitute novel antiepilep-
tic mechanisms. For example, strengthening inhibitory input to
TC neurons recruits additional rebound bursts (Figs. 4, 5),
which, by activating additional RE neurons, could further
strengthen inhibitory input to TC neurons. Unchecked, this feed-
back loop might generate epileptiform discharges. However, as
we found, strengthening inhibitory input also accelerates re-
bound bursts, and the first few of these bursts could recruit feed-
back inhibition from RE neurons. This would reduce the window
during which subsequent rebound bursts could occur, potentially
preventing delayed bursts from other TC neurons (cf. Fig. 6b, *).
Strengthening inhibition also desynchronizes TC neuron activity.
These effects may explain why strengthening inhibitory input to TC
cells using zolpidem does not elicit epileptiform activity.

Oscillations in other brain regions
Outside of the thalamus, rhythmic IPSCs are prominent in pyra-
midal cells during hippocampal theta oscillations (Soltesz and
Deschenes, 1993; Ylinen et al., 1995) and in subthalamic neurons
during synchronized low-frequency oscillations (Plenz and Kital,
1999). Although these oscillations differ significantly from tha-
lamic spindle oscillations, both hippocampal pyramidal cells and
subthalamic neurons strongly expresses T-type calcium channels
(Talley et al., 1999) and exhibit PIR (Cobb et al., 1995; Plenz and
Kital, 1999; Bevan et al., 2002), suggesting that the properties of
rhythmic bursting we described for thalamocortical neurons may
be relevant to oscillations in other regions of the brain as well.

Conclusions
We set out to test the hypothesis that the amplitude and duration
of rhythmic IPSCs determine the period and synchrony, respec-
tively, of oscillations driven by PIR. Using in vitro pharmacology
together with a dynamic clamp approach, we found that, con-
trary to our expectations, strengthening inhibition accelerates
and desynchronizes PIR in individual cells as well as oscillations
driven by PIR. These results demonstrate that PIR is an emergent
property of interactions between intrinsic and synaptic currents,
not just a passive reflection of incoming synaptic inhibition. They
also illustrate how, by unmasking heterogeneity between differ-
ent neurons, selectively synchronizing subsets of neurons, and
checking potentially epileptogenic activity in feedback loops,
these interactions may contribute to the function of PIR net-
works throughout the brain.
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